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some approaches and limitations

J. T. HARVEY

School of Information Technology and Mathematical Sciences,
University of Ballarat, P.O. Box 663 Ballarat 3353, Australia;
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(Received 10 November 2000; in � nal form 29 May 2001 )

Abstract. Small-area population densities and counts were estimated for
Australian census collection districts (CDs), using Landsat TM imagery. A number
of mathematical and statistical re� nements to previously reported methods were
explored. The robustness of these techniques as a practical methodology for
population estimation was investigated and evaluated using a primary image for
model development and training, and a second image for validation.

Correlations of up to 0.92 in the training set and up to 0.86 in the validation
set were obtained between census and remote sensing estimates of CD population
density, with median proportional errors of 17.4% and 18.4%, respectively. Total
urban populations were estimated with errors of +1% and  3%, respectively.
These results indicate a moderate level of accuracy and a substantial degree of
robustness.

Accuracy was greatest in suburban areas of intermediate population density.
There was a general tendency towards attenuation in all models tested, with high
densities being under-estimated and low densities being over-estimated. It is
concluded that the level of accuracy obtainable with this methodology is limited
by heterogeneity within the individual CDs, particularly large rural CDs, and
that further improvements are in principle unlikely using the aggregated approach.
An alternative statistical approach is foreshadowed.

1. Introduction
The task of population estimation diVers in three important respects from many

other applications of orbitally acquired data. Firstly, satellite data relate to land
surface and land cover characteristics. Whilst it is true that in many remote sensing
applications the variables of interest are aspects of land use which are only indirectly
linked to the measured characteristics, in the case of population the link is even
more tenuous and conjectural. For example, re� ectances alone capture little if any
information about the height and type of urban structures, which presents calibration
problems at high densities. Secondly, estimating a quantitative variable like popula-
tion across the spatial dimensions of an image is inherently more ambitious than
the more usual qualitative objectives such as segmentation or classi� cation. If the
methodology is also required to be broadly applicable and robust to diVerences in
season, geographical location, culture, etc., then the undertaking is doubly diYcult.
And thirdly, ground reference population data for model development is generally
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J. T . Harvey2072

only available at a much lower resolution than the remote sensing data itself, usually
for census-related areal units.

Lo (1986) distinguished four diVerent approaches to population estimation from
remotely sensed imagery, based on:

1. counts of dwelling units;
2. measurement of areas of urbanization;
3. measurement of areas of diVerent land-use; and
4. automated digital image analysis.

The � rst three methods had long been applied to the visual interpretation of
analogue images from aerial photography at various scales. The fourth, particularly
applied to orbitally acquired imagery, was seen as an emergent and radically diVerent
methodology.

In fact, in the � fteen years since Lo’s categorization, most of the population-
related research reported has not involved new approaches that are speci� c to digital
image analysis. Most has involved digital implementations of Lo’s second and third
categories, though Lo’s � rst approach too is now becoming feasible with the general
availability of orbitally acquired imagery of adequate resolution.

The second of Lo’s approaches, applicable at large regional scales with low
resolution imagery, is based on the ‘allometric’ modelling of a direct mathematical
relationship between the population of an urban area and its size. This approach
was demonstrated using satellite imagery by Ogkrosky (1975) for cities in the US
state of Washington, Lo and Welch (1977) for Chinese cities, and Stern (1984) for
Sudanese villages. Similar large-scale correlations have been reported between popu-
lation and indicators from later orbital sensors, such as night-time illumination
(Welch and Zupko 1980, Sutton et al. 1997, ImhoV et al. 1997) and synthetic aperture
radar (SAR) measurements (reviewed by Henderson and Xia 1997).

Lo’s third approach, applicable at small to medium scales with medium resolution
imagery, has been applied in various ways to population and related demographic
characteristics. Increases in areas of urbanization have been monitored in many
studies using techniques for change detection and land-use classi� cation (for example
Jensen and Toll 1982, Martin 1989, Martin and Howarth 1989, Quarmby and
Cushnie 1989, Haack et al. 1996, Kressler and Steinocher 1996, Yeh and Li 1996,
Kwarteng and Chavez 1998, Chen et al. 2000, Masek et al. 2000, Yeh and Li 2001).

Land-use classi� cation has also been indirectly applied to small-area population
estimation, with remote sensing imagery being used to provide ancillary data for the
planning of censuses and demographic surveys (National Aeronautics and Space
Administration 1978, Stern 1984, Olerunfemi 1986, Davreau et al. 1989, Booz-Allen
and Hamilton 2000), or to enable the disaggregation of census counts at a � ner
spatial resolution (Fisher and Langford 1995, 1996, Yuan et al. 1997). The most
extensive use of such a hybrid methodology is the LandScan Global Population
Project (Dobson et al. 2000), in which census data, night-time illumination, land
cover derived from various types of remotely sensed imagery, and other information
about demography, topography and transportation networks, have all been com-
bined to produce ambient population estimates for most of the world at a 30-×30-
second (approx 1-×1-km) resolution.

A small amount of published research realises Lo’s fourth category, by using
modelling techniques which are only available within an automated digital image
analysis framework, to directly estimate population at the small-area scale (in the
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Estimating census district populations from satellite imagery 2073

order of 1 km2 or less) from satellite imagery alone. The present study falls into this
category. Its direct methodological precursors are now reviewed.

In their seminal 1982 study, Iisaka and Hegedus used regression models based
on Landsat Multispectral Scanner (MSS) data to estimate small-area populations in
residential sections of suburban Tokyo. The image was resampled to 50 m×50 m
pixels co-registered with a 500 m grid for which census-based population data was
available. The explanatory variables were mean re� ectances of the four MSS bands
calculated over the 10×10 pixel grid squares. Two equations, obtained by stepwise
linear regression, expressed population as a linear function of the mean radiances of
three MSS bands, with coeYcients of variation (R2 ) of 0.70 and 0.59 for the two
census years studied. In this context R2 can be interpreted either as the square of
the correlation between the census and remote sensing estimates, or as the proportion
of the spatial variation in the census � gures associated with diVerences in spectral
characteristics.

Langford et al. (1991) used a classi� cation approach to estimate the populations
of 49 census wards in northern Leicestershire. The explanatory variables were the
numbers of pixels in each of � ve land use categories (industrial/commercial, dense
residential, ordinary residential, uninhabited, agricultural), obtained by supervised
classi� cation of a Landsat TM image. R2 values of 0.85, 0.82 and 0.75 were obtained
for multiple regression models with all � ve explanatory variables, two explanatory
variables (dense and ordinary residential ), and one explanatory variable (all residen-
tial ) respectively. However, some models were forced through the origin, and the
basis of the reported R2 values was not clear.

Lo (1995) used a mixture of both types of predictor (mean re� ectances and counts
of pixels in classes) to estimate the population and dwelling unit numbers in 44
tertiary planning units (TPUs) in Kowloon, Hong Kong, using multispectral SPOT
imagery. Five diVerent regression models were reported for each. In four cases, the
form was linear and the dependent variable was population or dwelling density. The
explanatory variables were: means of SPOT bands 1, 2 and 3; mean of SPOT band
3 alone; mean population per pixel in high and low density residential classes;
proportion of pixels in high density residential class. In the � fth case, the form was
logarithmic, the dependent variable was population or dwelling count, and the
explanatory variable was the number of pixels in the high density residential class.
In each case the models were estimated using 12 TPUs and then validated by
application to the full set of 44 TPUs. R2 values were reported for only the fourth
and � fth of these models in the training phase, the values being 0.88 and 0.77,
respectively. Results for the full set of TPUs were summarized in terms of the relative
error in the total estimated population, which ranged from  5.3% to +5.3%, and
the mean of the absolute values of the proportional errors for individual TPUs,
which after deletion of four extreme outliers ranged from 64% to 99% for the
diVerent models. Corresponding results for dwelling unit estimation varied from

 10.1% to +5.0% and from 50% to 77%. Whilst the overall totals were estimated
with reasonable accuracy, the � gures for individual TPUs were not, illustrating the
diYculty of applying remote sensing methodology to an area of very high population
density including many multi-storey and multi-functional structures.

Webster (1996) developed models for estimating dwelling densities in the 47
suburbs of Harare, Zimbabwe. The explanatory variables, derived from both SPOT
and TM images and based on a subsample of pixels within each suburb, were
characterized as measures of tone (six TM bands) ; measures of texture (three measures
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J. T . Harvey2074

derived from a classi� cation of pixels into urban and non-urban: urban pixel density,
homogeneity and entropy) ; and one measure of context (distance from the city
centre). Results from � ve models were reported, one based on each of the three
texture variables in turn, and two (with two and three explanatory variables) selected
using stepwise regression. Reported R2 values were in the range 0.69 to 0.81.

Webster also reported a more extensive analysis for estimating the numbers of
dwellings in 65 grid squares on a transect through CardiV, Wales, which were
co-registered with a dwelling count database. Of a reported 70 texture statistics
investigated, the seven chosen by stepwise regression were described as measures of
‘edginess’ and ‘ripple’, generated using line detection algorithms and Fourier and
Laplace transform methodology. R2 values for linear and logarithmic models were
reported as 0.86 and 0.97, respectively. The latter value was in� ated by a forced zero
intercept (as pointed out by the author) and probably also by the logarithmic form
of the model. Absolute and relative errors for each grid square were listed but no
summary statistics were reported.

These studies demonstrated that there is a degree of correlation between popula-
tion or dwelling counts and various remote sensing indicators. However, if models
based on remote sensing data are to be seriously considered as a practical operational
methodology for population estimation, the robustness of the relationships must be
demonstrated by validation on data other than that used for model development.
Lo (1995) carried out some such validation, though the results were not compared
with those for the training data. Langford et al. (1991) carried out a more limited

form of cross-validation by deriving estimates for a second set of areal units overlaid
on the same geographical area as the training set.

The aim of the research reported in this paper was twofold: to apply and evaluate
some mathematical and statistical re� nements to the regression methodology
reported in the cited papers; and to more thoroughly evaluate validity and robustness,
by using one image to identify and train models and applying these models to a
second image of a nearby culturally and demographically similar area, obtained on
the same date.

2. Study areas and data
2.1. Study areas

The locations of the study areas are shown in � gure 1. The primary study area
was Ballarat Statistical District (BSD), an inland region of some 634 km2 in extent,

centred on the provincial city of Ballarat, 110 km west of Melbourne, Victoria,
Australia. The Australian Bureau of Statistics (ABS) conducts a Census of Population
and Housing every � ve years. The smallest geographical unit for which Australian
census � gures are published is the Census Collection District (CD). For the 1986
census, BSD comprised 138 CDs, of which 122 were classi� ed as urban, using a

population density threshold of 200 persons/km2 supplemented by contextual rules
aimed at reducing fragmentation (ABS 1998). Urban CDs ranged in area from
0.09 km2 to 3.28 km2 , with a mean area of 0.54 km2 . Rural CDs ranged in area from
8.63 km2 to 118.93 km2 , with a mean area of 34.23 km2 .

The secondary study area was Geelong Statistical District (GSD), a similarly
mixed urban/rural area of some 352 km2 in extent, centred on the port city of
Geelong, 90 km south east of Ballarat. GSD comprised 225 CDs, of which 214 were
classi� ed as urban. Urban CDs ranged in area from 0.05 km2 to 3.74 km2 , with a
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Estimating census district populations from satellite imagery 2075

Figure 1. Location of study areas.

mean area of 0.50 km2 . Rural CDs ranged in area from 0.97 km2 to 45.05 km2 , with
a mean area of 22.25 km2 .

2.2. Ground reference population data
Estimated resident population (e.r.p.) � gures are produced annually by ABS for

larger geographical areas called Statistical Local Areas (SLAs), but not for individual
CDs. In non-census years, mathematical models are used to estimate population
changes from the census baseline, employing a range of data such as births, deaths,
school enrolments and building approvals.

An interpolation and apportioning procedure (Harvey 1999) was used to estimate
a ground reference population for each CD on the date of acquisition of the TM
image, 14 February 1988. Essentially, the rate of change of each CD during the
intercensal period 1981–1986 was compared with that of the SLA in which it fell,
and the diVerential was then used, together with the annual SLA estimates for June
1987 and June 1988, to estimate the population of each CD on the required date.
Overall, the estimated population of BSD was 79 179, of which the urban area
contributed 70 222. The estimated population of GSD was 147 910 of which the
urban area contributed 142 250.

2.3. Census collection district boundaries
Digitized 1986 census boundaries of the CDs in the two study areas were obtained

from the Australian Survey and Land Information Group (AUSLIG).

2.4. L andsat T hematic Mapper data
The satellite data consisted of two subsets of the Landsat Thematic Mapper

(TM) scene path 93 row 86F, of 14 February 1988. The two subscenes were recti� ed
and co-registered to the digitized CD boundaries. The recti� ed subscenes were
parallelograms within a 1412×1008 pixel (42.4×30.2 km) rectangle and a 1119×
1174 pixel (33.6×35.2 km) rectangle for Ballarat and Geelong respectively. Each
image pixel was assigned to the CD within which its centroid fell. A rudimentary
haze-correction was applied to each image by threshholding. Figure 2 shows
quasi-natural colour images of the two areas.
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J. T . Harvey2076

Figure 2. Images of the two study areas.

2.5. Computing methods
Image analysis was performed using ERMapperTM software on a Sun

SPARCstation 2. Maps of the study areas were produced using CDATA96TM census
mapping software and MapinfoTM GIS software. MapinfoTM was also used to locate
ground control points.

Because remote sensing and GIS software packages are quite limited in their
capacity to undertake anything but the most straightforward statistical analysis
(Mesev 1998), most statistical analysis was performed using MinitabTM, SPSSTM
and ExcelTM.

3. Methodology
3.1. Form and conceptual basis of models

The base geographical unit for this study was the Census Collection District
(CD). Population and population density are scale-dependent and time-dependent
concepts. As the size of the areal units for which it is calculated becomes smaller,
population density becomes more grainy and variable. Of course, instantaneous
population density also changes throughout the day, but for most demographic and
planning purposes, population is assigned by place of residence. This conceptualiz-
ation also has the advantage that an individual’s residence is unambiguously and
discretely located within a particular CD.

Although the obvious probability model for population counts is the Poisson
distribution, the Gaussian or normal distribution provides a simpler and adequate
approximation when the counts are large, as is the case for CDs. Ordinary least
squares (OLS) models with normal errors were used in the present study and in all
of the studies cited, although Langford et al. (1991) also obtained very similar results
using Poisson regression models.

The simplest OLS regression models for population estimation are additive linear
models of the form:

p
i
=b0+ æ

n

j= 1
b

j
r
ij

+e
i

(1)

where p
i
=population or population density of CD i, r

ij
=remote sensing indicator

j for CD i, n=number of explanatory variables or indicators; and b
i
are parameters

to be estimated from the data.
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Estimating census district populations from satellite imagery 2077

The random errors e
i

represent the variation in population unexplained by the
remote sensing indicators, and are assumed to be independent and identically norm-
ally distributed with constant variance. In the simplest models, r

ij
is the mean

re� ectance of CD i in band j , but the basic form can be extended to incorporate
other derived variables such as measures of variability or band-to-band ratios.
Mathematical transformations of the dependent population variable can also be
incorporated. No provision is made for spatial autocorrelation in the errors; whilst
in principal this is possible, in practice the irregularity in the size and the shape of
the spatial units makes it diYcult to implement.

If the explanatory variables are relatively scale-invariant measures such as aver-
ages of spectral characteristics or proportions of pixels in diVerent classes, then the
natural dependent variable is population density. If the explanatory variables are
scale dependent quantities such as pixel counts, then the natural dependent variable
is the total population of the areal unit. When the units are equal in size, as with
grid squares, the distinction is immaterial. In this research the CDs were irregular
and unequal in size, and population density was used as the dependent variable.

3.2. Model evaluation: measures of bias, consistency and accuracy
The particular statistical performance indicators reported in this study were

chosen either to facilitate comparisons with the other research cited, or for their
robustness to outliers resulting from occasional substantial violations of model
assumptions.

The terms bias, consistency and variance have precise technical meanings when
applied to statistical estimators. In a conceptually related sense, if the true values of
population or population density are consistently underestimated or overestimated,
we can say there is bias in the model or procedure. Whether or not there is bias, the
estimation error for individual cases varies, to a degree that may be large or small
in comparison to any bias present. This can be called variability or conversely
consistency. The general term accuracy covers both aspects. Accuracy implies both
consistency and lack of bias. Inaccuracy may be due to either bias, or variability,
or both.

When OLS models are � tted to training data, the estimated values for the training
cases are always unbiased in the sense described. However, if population density is
modelled for units of unequal area, it does not follow that the population estimates
(calculated by weighting the density estimates by area) will be unbiased, and hence
sum to the correct total population for the whole training area. Furthermore,
whenever an estimation equation is applied to other cases beyond the training set,
there is no guarantee that the estimates of either population densities or populations
will be unbiased. In the results that follow, the relative error in the total urban
population is used as an indicator of overall bias.

The coeYcient of variation R2 , which can be interpreted as the square of the
correlation between observed and � tted values, is commonly cited as an indicator
of the strength of a linear regression relationship. However, R2 must be interpreted
with caution. For models with a forced zero intercept, an R2 value calculated in the
usual way from sums of squares cannot be interpreted in the usual way; it will be
misleadingly high unless appropriately adjusted (Myers 1990). Similarly, with a
transformed dependent variable, R2 relates to the linearity of the relationship between
the transformed dependent variable and the explanatory variables, and may give
a misleading impression about the accuracy of estimates of the untransformed
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J. T . Harvey2078

dependent variable obtained by back-transformation (Harvey 1999). In this paper,
to facilitate broad comparability, modi� ed R2 values based on back-transformed
estimates are quoted where appropriate.

Furthermore, R2 indicates nothing about bias—estimates can be highly correlated
with ground reference values and yet be consistently high or consistently low.

The relative or proportional error of estimation

RE=
r  g

g
×100% (2)

where r is a remote sensing estimate and g is a ground reference value, is a measure
of performance which is the same for both population and population density. Since
the errors of estimation for individual cases may be positive or negative, an average
relative error is an indicator of bias. An average of the absolute values is an indicator
of overall accuracy, including both variability/consistency and bias aspects. Two
such measures have been used here: the mean absolute proportiona l error (abbreviated
as mean % error) and the median absolute proportiona l error (or median % error):

Mean % error=
æ
m

k=1
|RE

k
|

m
(3)

where k indexes the m CDs under consideration.

Median % error=50th percentile of the set of m absolute values |RE
k
| (4)

Means and medians were used in preference to root mean square averages
because of the lack of robustness of the latter to the distorting in� uence of a few
extreme outlying values.

3.3. Validity and robustness
Validation of regression models can be considered at two levels, which are here

referred to as internal and external validation:
Internal validation. Given some training data from which some estimation proced-

ure or function is derived, the term internal validation refers to the accuracy with
which the dependent variable is estimated within the training set.

External validation. For an estimation procedure to have any genuinely predictive
value (and potential operational use), its applicability must be demonstrated over
some extended domain. In particular, when building complex models using variable
selection procedures such as stepwise regression, the chosen model is inevitably
tailored to the particular characteristics of the training data, and unlikely to work
as well with any other data (the phenomenon of capitalization on chance).

Robustness is almost synonymous with external validity, but it carries the conno-
tation of validity over a broader domain. A procedure trained on a sample or subset
of a particular image may be externally validated by applying it to other samples or
subsets from the same image or a similar image. If it also works for other rather
diVerent images it is more likely to be described as robust.

In this research, population estimation equations were externally validated by
applying them to similar CDs in another section of the same TM scene.
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Estimating census district populations from satellite imagery 2079

4. Results and discussion for the primary study area
4.1. Selection of dependent and explanatory variables

Regression analysis was performed on data for the 132 CDs in the primary study

area. The dependent variable was the average population density of each CD. The
explanatory variables included band means (Iisaka and Hegedus 1982) together with
a variety of standard spectral and spatial transformations of the TM data, including
a number used by Forster (1980, 1981, 1983) in the context of urban land use. Two
variants of the basic form of model were also considered, with logarithmic and

square root transformations being applied to the dependent variable. At each stage,
one or more models were selected as the ‘best’ and examined further. The six models
chosen are summarized in table 7. Details of the selection process are now given.

4.2. Models based on average re� ectances
To establish a benchmark comparable with the results of Iisaka and Hegedus

(1982), CD population density D was initially regressed on average re� ectances in

the six TM bands.
Population density ranged from 4.5 to 5142 persons km Õ 2, with a mean value of

1556.9 persons/km2 . The lowest densities were generally found in the large rural
CDs. The average re� ectances of the six TM bands were all positively correlated,

the highest correlations being between the visible bands 1, 2, and 3. The strongest
correlations with population density were for band 5 ( 0.52), band 4 ( 0.40 ) and
band 1 (+0.34). This suggests that the presence of human population is weakly

related to high re� ectance in the short visible (blue) wavelengths, perhaps associated
with paved surfaces and some roo� ng materials, and relatively low re� ectance in the

near infrared, associated with relative lack of vegetation.
A multiple regression model utilising all six bands resulted in R2=0.539. Stepwise

selection resulted in the 4-variable model identi� ed as Model 1 in table 7. The
reduction in � t was negligible (R2=0.537). As is often the case, the best multivariate

model did not utilize just the variables exhibiting the highest individual correlations
with the dependent variable.

4.3. T ransformations of dependent and explanatory variables
The � t for the benchmark model was poor in comparison to those of Iisaka and

Hegedus (R2=0.59 and 0.70 for two diVerent years) . This con� rmed the expectation
that population estimation would be more diYcult for CDs of irregular shape and
size in a mixed urban/rural area in regional Australia, where the degree of local

heterogeneity within each CD would be higher than for suburban residential areas
of metropolitan Tokyo.

One obvious problem was that the values of the dependent variable ranged over
three orders of magnitude. An analysis of the residuals (D  D̂) revealed pronounced

positive skew, increasing variance with increasing D, and some evidence of concave-
upward curvilinearity, all of which are commonly encountered when a dependent

variable has a large range. A routine statistical strategy is to transform the dependent
variable by taking the logarithm or the square root. Both of these were investigated.

A second approach to the representation of non-linear relationships within a

linear framework is to transform the explanatory variables. The pool of potential
predictors was enlarged by applying to the CD means a range of transformations :
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J. T . Harvey2080

� rstly the squares of the six basic band means, then the 15 band-mean-to-band -
mean cross-product terms, the 15 pairwise band-to-band ratios, and � nally the 15
pairwise diVerence-to-sum ratios.

The full set of variables, and the models selected by stepwise regression, are
summarized in tables 1 and 2. The variables pij , rij and dij are ‘functions of means’,
not ‘means of functions’; each variable is the product or ratio of mean values derived
from CD aggregate � gures, rather than the mean of a product or ratio calculated
for each individual pixel. Table 2 shows that, beginning from a base R2 value of
around 0.5, the incorporation of squares, cross-products or ratios increased R2 to

Table 1. Summary of regression variable nomenclature.

Generic Number of
name variables Description

bi 6 Mean of TM band i
si 6 Square of bi
pij 15 Cross-product bi×bj
rij 15 Ratio bi/bj
dij 15 DiVerence-to-sum ratio (bi  bj)/(bi+bj)

Total 42 i, j=1,2,3,4,5,7

Table 2. Population density models based on CD means summary of stepwise regression
results.*

Urban and rural areas
(n=138 )

Dependent Dependent Dependent
variable D variable ã D lnD

Potential
predictors Selected Selected R2 Selected R2
(number) predictors R2 predictors (R2b) predictors (R2b )

bi (6) b5 b7 b4 b3 0.537 b5 b7 b4 b3 0.652 b5 b7 b3 b2 0.684
(0.557 ) (0.343)

bi si (12) s5 b7 s1 b5 b4 0.735 s1 b1 s7 b4 b5 s4 0.847 s5 b7 s1 b1 s7 b5 0.861
s4 s7 (0.755 ) (0.687)

bi si pij s5 p47 p57 p45 0.730 s2 b4 p24 s7 b5 0.845 s5 p14 b4 s1 p47 0.855
(27) (0.757 ) (0.656)

bi si pij rij r57 r14 r37 0.696 r57 r15 r17 r47 0.844 p45 s1 r17 p35 0.901
(42) (0.757) p37 p13 s3 r37 (0.704)

bi si rij dij r57 r14 d35 d14 0.753 r57 r14 d14 r15 0.846 r13 r14 r15 s4 0.910
(42) d37 r25 (0.762 ) s1 s7 (0.719)

*Models selected for further investigation are shown in bold typeface. Predictors in each
model are listed in the order of selection. Parenthesized R2b values are based on back-
transformation. They are the R2 values obtained when the dependent variable D is regressed
on the estimate of D (obtained by inverse transformation of the regression estimates for the
transformed D values), and hence provide a more realistic indication of the predictive accuracy
of the model than does the raw R2 value.
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Estimating census district populations from satellite imagery 2081

around 0.7. Application of either the square root or the logarithmic transformation
to D resulted in a further increase in R2 to within the range 0.8 to 0.9.

Many of the potential predictors were quite highly correlated, so that the number
of variables retained by the stepwise procedure was reasonably small, ranging from
1 to 8. Also in most cases the speci� city of the chosen set of variables is not high;
when all possible sets of predictors are examined (‘best subsets’ regression, Myers
1990) there are alternative sets which perform almost as well. For example in the
basic 4-band model, band 1 or band 2 can replace band 3 without much loss, since
all three are highly correlated.

Two general points are noteworthy. Firstly, except in the case of the logarithmic
models, when band ratios (variables whose names begin with ‘r’ or ‘d’) were included
they completely displaced the other predictors (see last two rows of table 2). Secondly,
band 2 only appears relatively infrequently in table 2. This suggests that visible green
provides the weakest spectral signature of human habitation.

The residuals from these models were examined in the light of the demographic
characteristics of the individual CDs (Ballarat and Western Victoria Regional
Information Bureau 1989). The residual distributions tended to be positively skewed,
with the extreme positive values being consistently associated with the same few
CDs. The CD whose population was consistently underestimated by the greatest
amount contained a large multi-storeyed geriatric institution. The populations of six
CDs consisting predominantly of high-density public housing were also substantially
underestimated throughout. Conversely, whilst overestimation was not so extreme
in most models, populations did tend to be overestimated in older established
areas where there were relatively high proportions of small households in
disproportionately large houses.

There are also two technical issues of interpretation. Firstly, in models with a
transformed dependent variable, the R2 value exaggerates the precision of estimation.
In this situation, the adjusted values based on back-transformation and designated
R2b give a more meaningful indication of comparative predictive performance. Values
of this statistic are included in parentheses in table 2 and subsequent tables. For the
square root transformation they are in general marginally higher than the R2 values
for the untransformed model, and for the logarithmic transformation they are sub-
stantially lower. This indicates that the increase in R2 is largely illusory; the popula-
tion density estimates produced by the transformed models are not substantially
more accurate, and in some cases less so.

Secondly, as with any stepwise regression procedure, there is the aspect of
capitalization on chance. This will be considered in the context of external validation
in §5.

The � tted values and residuals from the three types of model were examined
graphically. On the basis of goodness of � t, parsimony, and the statistical character-
istics of the residuals, the square root transformation consistently outperformed the
logarithmic transformation. This conclusion was later borne out for more complex
models.

From table 2, the four models in bold type were retained for further examination:
the base model and three that utilized the square root transformation. The � rst
square root model was selected as a more statistically appropriate base model than
the untransformed base model. All other square root models showed considerable
improvement over the base model. The two chosen for further consideration were
based on: band means and their squares; and ratios of band means. The regression
equations are shown in table7.
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J. T . Harvey2082

4.4. Models based on measures of spatial variability
Researchers such as Forster (1993), Barnsley and Barr (1996) and Webster (1996)

have suggested that image variability or texture can provide indicators of urban
land use. To incorporate this aspect, the variance, standard deviation and coeYcient
of variation (standard deviation/mean) of each TM band were calculated for each CD.

The results of stepwise regression analyses using the 6-band means and the 18
(3×6) variation measures are shown in table 4. In this and subsequent tables, the
suYx notation shown in table 3 has been used.

Table 4 shows that a linear model based on the means and standard deviations
of the basic TM bands within each CD produced somewhat better population density
estimates (R2=0.751) than the models based on means and functions of means. The
addition of variance or coeYcient of variation terms produced little further improve-
ment. A similar pattern was evident with the square root models. Again the logarith-
mic models tended to incorporate more variables but did not perform as well. On
balance, the preferred prediction model from table 4 was the � nal square root
transformation model, shown in boldface, for which the regression equation is shown
in table 7.

4.5. Models based on spectral transformations
The band-to-band ratios discussed in §4.3 were calculated using the CD averages

for each band. The alternative is to calculate band-to-band ratios for each pixel and

Table 3. Variable suYx nomenclature.

SuYx Meaning Example

none Mean b5
v Variance b5v
s Standard deviation b5s
c CoeYcient of variation b5c

Table 4. Population density models based on CD means and spatial variation measures:
summary of stepwise regression results.*

Dependent variable Dependent variable Dependent variable
D ã D D

Potential
predictors Selected Selected R2 Selected R2
(number) predictors R2 predictors (R2b) predictors (R2b )

Mean (6) b5 b7 b3 b4 0.537 b5 b7 b4 b3 0.652 b5 b7 b3 b2 0.684
(0.557) (0.343)

Mean, std dev b5 b1s b7 b4 0.751 b5 b7 b1s b4 0.802 b5 b7 b4 b7s 0.763
(12) b4s b4s b7s (0.766) b3 b4s b2 (0.497)

Mean, std dev, b5 b1c b4c b7 0.759 b5s b5 b7c b4c 0.821 b5 b7 b4 b7c 0.791
coeV of var (18 ) b4s b5c b7 b3 b4s (0.769) b3 b4s b5c b3s (0.533)

Mean, std dev, b5 b1c b4c b7 0.768 b5 b7c b4c b7v 0.840 b5 b7 b3 b4 0.794
coeV of var, b4v b1 b4 b7 b1v b1c (0.780) b4v b7c b5c b3s (0.524)
variance (24) b5c

*See explanatory notes for table 2.
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Estimating census district populations from satellite imagery 2083

then average the results for each CD. Of the many spectral transformations that
could be applied to the six TM bands at the individual pixel level, 14 were identi� ed
by preliminary visual screening as having some capacity to discriminate between
residential and other land uses (Harvey 1999). These are listed in table 5.

These 14 variables were calculated for each pixel in the study area, and then
means, standard deviations, coeYcients of variation and variances were derived for
each CD. The 56 resulting variables were combined with the 24 variables based on
individual TM bands, and a number of stepwise regression analyses were then
applied to various subsets of the 80 variables. The resulting models are summarized
in table 6, using the suYx notation of table 3.

The models with the untransformed population density D as the dependent
variable fall into two groups. For the � rst model and the last four models (which
utilize only the spectrally transformed predictors) , R2 values in the range 0.779 to
0.825 were obtained. In the second, third and fourth models, as happens from time
to time with any incremental sub-optimal search, the stepwise procedure ‘stopped
short’ with relatively few variables selected and relatively low R2 values reached.

Once again the logarithmic transformation produced apparent improvement in
R2 at the expense of parsimony, but the improvement was not maintained after
back-transformation . However the models utilizing the square root of population
density as the dependent variable again performed very well. The preferred model
from table 6 (shown in bold face) is a very stable one, in the sense that it emerged
from six diVerent analyses. The regression equation is shown in table 7.

4.6. Comparative evaluation of the regression models
The set of six models chosen to represent the range of options tested for estimating

population density of CDs are summarized in table 7. In all but the � rst model, the
equation predicts the square root of the population density. Population density
estimates are found by squaring the predicted value for each CD.

Table 7 is in two sections. The � rst section shows the regression equation used
to estimate the transformed dependent variable. By progressive enhancement of the
set of predictors, the value of the coeYcient of determination (R2 ) was increased
from around 0.54 to just over 0.90.

Table 5. Selected spectral transformations.

Variable Description

nb1 Normalized band 1
nb2 Normalized band 2
rl4 Ratio: band 1 to band 4
rl5 Ratio: band 1 to band 5
r25 Ratio: band 2 to band 5
r57 Ratio: band 5 to band 7
ds15 DiVerence/sum ratio: bands 1, 5
ds25 DiVerence/sum ratio: bands 2, 5
ds35 DiVerence/sum ratio: bands 3, 5
ds57 DiVerence/sum ratio: bands 5, 7
ch123 Hue: bands 1, 2, 3 (cylindrical co-ordinates)
ch125 Hue: bands 1, 2, 5 (cylindrical co-ordinates)
rh123 Hue: bands 1, 2, 3 (rectangular co-ordinates)
rh125 Hue: bands 1, 2, 5 (rectangular co-ordinates)
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J. T . Harvey2084

Table 6. Population density models based on CD means and spatial variation of selected
spectral transformations: summary of stepwise regression results.*

Dependent variable Dependent variable Dependent variable
D ã D D

Potential
predictors Selected Selected R2 Selected R2
(number) predictors R2 predictors (R2b ) predictors (R2b)

TM bands+ rh123 r14 ds35 0.794 rh123 r14 r57 0.898 r14 r57 ds35 0.880
transformations: r57 rh125 ch125 ds35 rh125 (0.832 ) ch123 ds15 b5 (0.774)
means (20) ch125 b7

TM bands+ rh123 b1s 0.729 rh123 r14 r57 0.904 rh123 rh123s b3 0.897
transformations: ds35 rh125 (0.843) b4s b1 b7s b1s (0.706)
means, std devs rh125s b5 b7
(40 )

TM bands+ rh123 b1s 0.729 rh123 r14 r57 0.904 rh123 rh123s b3 0.897
transformations: ds35 rh125 (0.843) b4s b1 b7s b1s (0.706)
means, std devs, rh125s b5 b7
coeVs of var (60)

TM bands+ rh123 b3v b2s 0.758 rh123 r14 r57 0.904 rh123 rh123s b3 0.916
transformations: ds35 rh125 (0.843) b4s b1 b5v b7c (0.694)
means, std devs, rh125s b3v ds15 rh125s
coeVs of var, b5s rh123c
variances (80)

Transformations rh123 r14 ds35 0.794 rh123 r14 r57 0.898 r14 r57 ds35 0.867
only: means r57 rh125 ch125 ds35 rh125 (0.832 ) ch123 ds15 (0.741 )
(14 ) ch125

Transformations r14s r25 r57 r14 0.825 rh123 r14 r57 0.904 rh123 r14 rh123s 0.894
only: means, std rh125s rh123s ds35 rh125 (0.843) r57 ds35 ds25 (0.764)
devs (28) rh125s rh125s

Transformations rh123 r14s r25 0.779 rh123 r14 r57 0.904 rh123 r14 rh123s 0.898
only: means, std rh125 r57c ds35 rh125 (0.843) r57 ds35 ds25 (0.746)
devs, coeVs of rh125s rh125s rh123c
var (42 )

Transformations rh123 r14s r25 0.779 rh123 r14 r57 0.904 r14 rh123s 0.928
only: means, std rh125 r57c ds35 rh125 (0.843) ch123v r57 ds35 (0.771)
devs, coeVs of rh125s rh125s ch123s
var, variances rh123c rh123v
(56 ) ch123

*See explanatory notes for table 2.

The second section shows the relationship between the values of the dependent
variable (the reference population densities) and the back-transformed estimates.
This shows that in terms of predictive accuracy, the eVective coeYcient of variation
(R2b ) was increased from around 0.54 to around 0.84. This corresponds to an increase
in the correlation between the remote sensing and ground reference � gures from
around 0.75 to around 0.92.

However, correlation is not the only criterion to be considered: a high correlation
implies a linear relationship, but not necessarily accuracy of estimates. In the � rst
model � tted to the untransformed population density, the estimates obtained were
necessarily unbiased, so that the regressing the ground reference data on the estimates
resulted in an intercept of 0 and a slope of 1. In all other models the data was
transformed, which could have led to biases in the form of oVsets (zero errors) or
errors of scale (slope errors). However, table 7 shows that in all cases, the unforced
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J. T . Harvey2086

regressions had small zero errors relative to the scale of the data, and the slope
coeYcients of both forced and unforced regressions were close to unity, indicating a
lack of substantial bias of either type.

Notwithstanding these results for population densities, the ultimate criterion is
the accuracy with which actual population counts can be estimated. Table 8 shows
the results of multiplying the population density estimate for each CD by its area
to generate an estimated CD population. These have been evaluated by regressing
the ground reference data on the estimates, and by calculating the mean and median
of the absolute values of the relative errors for each CD and estimates for the total
population of the study area.

The more complex models 3 to 6 had median proportional errors within the
range 17–24% overall, and 14–21% for the urban area. Mean proportional errors
were somewhat higher, indicating a positive skew which is characteristic of absolute
value distributions, and which may be exacerbated by the presence of a few outlying
values (see for example � gure 3A).

The results for the 122 urban CDs and those for the 16 rural CDs have also
been tabulated separately in table 8, and here the inherent limitations of the methodo-
logy at low population densities become apparent. In most of the models, the low
population densities for the 16 rural CDs were over-estimated by amounts which,
though small in absolute terms, were large in relative terms. When these over-
estimates were weighted by the large areas involved, the eVect on population estimates
was substantial. As a result, whilst the more complex models produced estimates of
the total urban population which were accurate to within a few per cent, the total
for the whole study area was in every case overestimated to a much greater degree.
The much lower R2 values in table 8 than in table 7 are also largely attributable to
the eVects of these extreme rural ‘outliers’.

The opposite occurred with the � rst (untransformed) model, where, because of
the curvilinearity of the relationship, the densities at the low end of the range were
underestimated by the linear model to such an extent that a number of the estimates
were actually negative. When combined with the large areal weightings of these low
density CDs, this resulted in an estimated total population which was negative.

Negative estimates are always a potential problem when the lowest densities are
small in comparison to the range of densities being estimated. Langford et al. (1991 )
described models which can lead to such estimates as ‘logically � awed’, whilst Lo
(1995) took the more pragmatic view that a negative estimate can be interpreted as
evidence of zero population. Webster (1996) also tabulated negative estimates but
they were not discussed. Using a transformation such as the logarithmic makes it
impossible to produce negative estimates, but this advantage has to be considered
against other performance criteria. In the present instance the square root form,
which generally produces better results than the logarithmic form, is potentially
quite logically � awed in that negative results automatically back-transformed by
squaring lead to positive estimates. In these circumstances, the author is inclined to
take Lo’s approach and reset any negative estimates to zero.

The level of accuracy achieved with the more complex models in tables 7 and 8
is rather better than the best of the models � tted to 47 suburbs of Harare by Webster
(1996) using a similar methodology but a diVerent suite of predictors. It is comparable
to the accuracy of a 7-variable model Webster � tted to 65 CardiV grid squares using
yet another suite of 70 texture variables.

The ‘mechanism’ of these models—why these particular linear combinations of
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particular spatially aggregated and averaged spectral characteristics should correlate
highly with populations—is conjectural. It may be possible to relate the structure
of the equations to re� ectance properties of materials and combinations thereof, but
one must always exercise extreme caution in placing interpretations on individual
regression coeYcients in a multivariate context, because of multicollinearity resulting
from the correlations between the various predictor variables. There may be many
other alternative combinations of variables that would estimate population density
almost as well on this set of data, and perhaps better on a slightly diVerent set of
data. This problem, and the problem of capitalization on chance, are exacerbated
by the relative paucity of aggregated observations. A total of 116 explanatory
variables has been considered and assessed on the basis of just 138 observations.

There is also the issue of the ecological fallacy; the presence of a particular
relationship between population and spatially aggregated and averaged spectral
characteristics does not necessarily imply that a similar relationship holds at the
level of individual pixels or individual dwellings.

5. External validation on the secondary study area
To investigate the robustness of the six models, the various remote sensing

indicators discussed in §4 were calculated for each of the 225 CDs of the secondary
image, and six sets of population density estimates were calculated using the equa-
tions in table 7. Table 9 shows some key indicators of comparative performance of
these models on the primary and secondary images. In � gure 3, plots of the � rst and
the sixth model are compared for the primary and secondary study areas.

The R2 values for the primary Ballarat area increased monotonically from 0.537
to 0.843; for the secondary Geelong area, the range was 0.453 to 0.741, with the
value for model 6 being lower than that for model 5. Correspondingly, the residual
standard deviation s was in each case larger for Geelong than for Ballarat. These
� gures indicate a general degradation of performance when applying any of the
estimating equations to the secondary image.

As well as reduced correlation, there was also evidence of bias, with consistent
underestimation of population density in the secondary study area; all six slope
coeYcients were considerably higher than unity, indicating underestimation, with
the ground reference values tending to be larger than the estimates.

Nevertheless, the plots for model 6 (� gure 3) con� rm that the relationship between
D and D̂ remained linear, indicating that the underlying form of the link between
population density and the particular linear combination of remote sensing character-
istics chosen in Ballarat remained valid for the Geelong data. The reduction in the
level of correlation and the associated broader spread of points on the Geelong plots
was not unexpected. However the evidence of bias suggested some more systematic
calibration problem requiring investigation.

As to the relative robustness of the 6 model types, the � rst two models, which
were included only as benchmarks, and which were quite inadequate even on the
primary data, were also the least robust with regard to the slope coeYcient. At the
other extreme, model 6, as well as producing the most accurate results for the
primary area, also proved to be the most robust on most measures. The intermediate
model types 3, 4 and 5 were consistent with regard to slope bias, though model 5
had much higher R2 values.

Table 9 also shows that the population estimates for individual CDs were less
accurate in the secondary area than in the primary area. The median percentage
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J. T . Harvey2090

(a)

(b)

Figure 3. Population density estimates for census collection districts: ground reference versus
remote sensing estimates from base and enhanced models. (a) Primary image: Ballarat.
Population density model 1: band means. Population density model 6: pixel spectral
transms. (b) Secondary image: Geelong. Population density model 1: band means.
Population density model 6: pixel spectral transfms.

errors were higher in Geelong, both for the overall region and for the urban area,
in all but two cases, both involving model 5. As in the case of Ballarat, the Geelong
region totals were grossly overestimated in all cases. In Ballarat this was primarily
due to the overestimation of the low densities in the large rural CDs. In the case of
Geelong, this eVect was further exacerbated by the presence of some large industrial
sites in medium sized non-urban CDs (an oil re� nery, an aluminium smelter, a car
assembly plant, a cement works and a salt works), all of which were assigned large
spurious populations by the remote sensing algorithms. Iisaka and Hegedus (1982)
and Lo (1995) reported similar problems with a few non-residential or otherwise
anomalous study units.

There were some apparent contradictions in the results. For example, whilst the
slope coeYcients for population density were much greater than unity for all models
for the secondary area, the estimates of urban totals were in a number of cases
comparable in accuracy with those for the primary area.

These results prompted a closer examination of the demographic characteristics
of the two study areas, which are summarized in table 10.

There were a number of diVerences. GSD had little more than half the area of
BSD, but almost double the population. A much larger proportion of GSD than of
BSD was urban, but even within the urban areas, the average population density
was 42% higher in Geelong than Ballarat.

The closest points of similarity were the occupancy ratio, which was almost
identical at around 2.9 persons per dwelling for both regions and for both urban
areas; and the percentage of non-separate dwellings, which again was almost constant
at 19%. This suggested that the higher population densities in Geelong were not
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associated with more multi-dwelling structures, but rather with smaller lot sizes, and
houses which were either smaller, or closer together, or a combination of both.

Plots of the discrepancies (D̂  D) against D for models 4 and 6 (� gure 4) show
an attenuation or lack of sensitivity whereby the extremes of variation in density are
not re� ected in the remote sensing estimates. Higher densities tend to be underesti-
mated and lower densities overestimated. The same problem was noted by Langford
et al. (1991), and it is also apparent in the results of Iisaka and Hegedus (1982) and

Table 10. Demographic characteristics of primary and secondary study areas.

Primary study Secondary study Ratio Geelong:
area: Ballarat area: Geelong Ballarat

Demographic
characteristic Region Urban Region Urban Region Urban

Area (km2 ) 613.89 74.85 351.9 107.15 0.57 1.43
Population 79 179 70 222 147 910 142 250 1.87 2.03
Number of dwellings 26 971 24 368 51 078 49 411 1.89 2.03
Number of non-separate houses 5154 4721 9989 9586 1.94 2.03

Population density 129.0 938.2 420.3 1327.6 3.26 1.42
(personskm Õ 2 )

Dwelling density 43.93 325.56 145.15 461.14 3.30 1.42
(dwellings kmÕ 2 )

Occupancy ratio 2.94 2.88 2.90 2.88 0.99 1.00
(persons per dwelling)

% non-separate houses 19.11 19.37 19.56 19.40 1.02 1.00

(a)

(b)

Figure 4. Estimation error versus population density. (a). Primary image Ballarat. Population
density model 4: ratios of band means. Population density model 6: pixel spectral
transfms. (b) Secondary image: Geelong. Population density model 4: ratios of band
means. Population density model 6: pixel spectral transfms.
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Webster (1996). The eVect was exaggerated in the case of Geelong by the overall
higher density than in Ballarat. As always, extrapolation beyond the range of the
training data is dangerous.

The contradictory results alluded to in table 9 may be an artefact of the use of
CDs as the unit of aggregation. CDs are designed to have approximately equal
populations, and so CD area is inversely related to population and dwelling
density. As a result, when population totals are calculated by multiplying the density
estimate for each CD by its area and summing, there is perhaps a tendency for
a slight overestimation of density over relatively large areas and more substantial
underestimation of density over relatively small areas to counteract each other.

6. Summary
Starting from a very basic prediction model, substantial improvements were

achieved in the estimation of CD population densities and populations on the basis
of CD aggregates of remote sensing indicators. From the many models investigated,
six representative models were chosen for validation on a second image. The � rst
model was the simplest baseline model, with an untransformed dependent variable
and four TM band means as predictors. The other � ve models were all formulated
to predict the square root of the population density, and involved progressively more
complex CD aggregate functions of the TM bands: basic means; squares of means,
ratios of means, variation measures; and means and variation measures of selected
pixel-by-pixel spectral transformations . The eVective R2 values of these models ranged
from 0.54 to 0.84, corresponding to correlations of 0.73 to 0.92 between census and
remote sensing estimates of population density.

For the primary study area on which the models were trained, the three most
complex models produced median proportional errors for the population of
individual CDs within the range 17–21%. Estimates of total population for the
urban section of the primary study area were correct to within 3%, but total
population for the low-density rural sections and hence for the whole study area
were substantially overestimated by all models.

When applied to a secondary study area for purposes of validation, the perform-
ance of all the models was somewhat degraded on most criteria, with eVective R2
values ranging from 0.45 to 0.72 and median proportional errors within the range
18–26%. There was also evidence of estimation bias associated with the somewhat
higher population densities in the secondary study area. This seems to be related to
smaller lot sizes and a higher spatial concentration of separate houses, rather than
to substantial diVerences in the distribution of other types of residential structure.
Nevertheless, quite accurate estimates were obtained for the total population of the
urban section of the secondary study area, though again the total populations of the
low-density rural sections were substantially overestimated by all models, as was the
case for the primary study area.

7. Conclusion
It has been demonstrated that a methodology based on aggregate measures of

various remote sensing indicators can be ‘tuned’ to model moderate population
densities moderately well, both in a training area and in another fairly similar area.
Both the level of accuracy and the robustness to validation generally improved with
increasing model complexity.

However, none of the models developed, nor those reported by other researchers,
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performed very well at the extremes of population density. There was a consistent
attenuation eVect, with remote sensing estimates varying over a narrower range than
the actual densities. In particular, low-density rural populations were substantially
overestimated in all cases. It is concluded that the potential of this methodology is
limited by heterogeneity of both land cover and population density within the
individual CDs, and that further improvements are in principle unlikely using this
approach. In particular, the sacri� ce of detailed spatial information leaves no way
to respond to the problem of over-estimation of population in large areas of low
density.

Many of the estimates obtained for total urban population were quite accurate,
and the best results for CD populations were obtained using spectral indicators
calculated at the level of individual pixels. These two facts lend support to the notion
that models formulated and � tted at a particular spatial level can produce relatively
accurate and reliable population estimates for larger spatial aggregates, but not for
spatial units at the same level of aggregation.

From both perspectives, it follows that to obtain more accurate estimates at the
scale of CDs, more of the modelling process should be carried out at a lower level
of spatial aggregation. The practical diYculty with this is that whilst remote sensing
data is available at the higher resolution of individual pixels, ground reference
population data is not available for areas smaller than CDs. An approach to
modelling the population associated with individual pixels, which utilizes an EM
(expectation-maximization ) type of statistical algorithm to overcome the problem of
combining two levels of data, has been developed by the author, and will be reported
in a subsequent paper.
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